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RESUMEN
La mayoría de las técnicas de fusión de imágenes actualmente disponibles, están basadas en análisis multirresolución. Este tipo de técnicas requieren la descomposición de las imágenes a diferentes escalas o niveles, dependiendo los resultados de fusión de dichos niveles. Es por ello, que en este trabajo se ha planteado un doble objetivo. Por un lado, investigar como influyen las características espaciales de las imágenes fuente en el nivel de descomposición en el que se debe realizar el proceso de fusión; y por otro lado, mostrar la relación existente entre el nivel de descomposición al que se someten las imágenes fuente a fusionar, con la calidad espacial-espectral de las imágenes fusionadas. Este estudio se ha llevado a cabo para un método de fusión en particular, basado en la Transformada Wavelet, calculada mediante el algoritmo à trous. La calidad de las imágenes fusionadas se ha evaluado mediante los índices ERGAS (espacial y espectral), la correlación espacial (índice de Zhou), la correlación espectral y un índice global (Q4). La metodología se ha aplicado a imágenes multispectrales y panchromáticas registradas por los correspondientes sensores a bordo de los satélites Landsat, Ikonos, y Quickbird. Los resultados obtenidos han mostrado que, en la mayoría de los casos, se pueden obtener imágenes fusionadas de buena calidad espacial y espectral, simultáneamente, con un número pequeño de niveles de descomposición. Además,

ABSTRACT
The majority of the currently available techniques to perform remote sensed image fusion are based on multiresolution analysis. This kind of images analysis requires the decomposition of the image at different scales or levels, depending the fusion results on this level. Then, the two main objectives of this work are: to investigate the influence of the source images spatial characteristics on the decomposition level that the process fusion should be performed in; and to show how depends the spatial-spectral quality of fused images on this decomposition level. To carry out this study, the image fusion methodology that has been applied is based on the Wavelet transform, calculated by the à trous algorithm. The quality of the fused images has been evaluated by the ERGAS indices, as well as, the spectral correlation, the spatial correlation (Zhou’s index) and a global index (Q4). This methodology has been applied to fuse several multispectral and panchromatic images registered by the corresponding sensors on board the Landsat, Ikonos, and Quickbird satellites. It has been demonstrated that, in the majority of the cases, a low number of decompositions provides fused images with a high spatial and spectral quality trade-off. Additionally, the results indicate that the decomposition level that provides the best spatial-spectral quality trade-off depends on the
INTRODUCTION

One of the principal objectives of remote sensing systems for earth observation, is data registering for determined areas of terrestrial coverage, which are useful for facilitating analysis and management at different scales: local, regional, and global; and at different times. The precision of the results provided by remote sensing techniques depends on a series of factors, among which the most notable are the sensor technology used, and consequently the characteristics of the images registered by them (spatial, spectral and temporal resolution) (Sawaya et al. 2003). Actually, and due to the limitations of the information transmission technology from spatial platforms, a compromise between these three resolution types exists in such a way that those sensors that provide a high spatial resolution tend to present lower spectral resolution and vice versa (Mather 1999). However, there is a wide range of remote sensing applications which require satellite images that combine high spatial and spectral resolution. The currently available images fusion techniques can improve the quality of the information registered by remote sensors, integrating the high spatial information provided by its panchromatic sensor with the spectral resolution corresponding to multispectral sensor. But, it should be noted that the spatial and spectral quality trade-off of the fused images is somewhat inherent in the fusion methods. Consequently, an improvement in the spatial quality of an image obtained from a fusion strategy implies a diminishing of the spectral quality and vice versa. In this sense, it is desirable to have fusion techniques that would objectively establish the best trade-off between spatial and spectral quality of the fused images.

The majority of the currently available techniques to perform remote sensed images fusion are based on multiresolution analysis (Mallat 1999; Ranchin et al. 2003; Pohl 1997; Pohl et al. 1998; Zhou et al. 1998). Being one of the most widely used the Discrete Wavelet Transform (DWT) (Mallat 1999). DWT is a linear transformation that is highly useful in the area of signal processing, where one of its principal applications consists in separating data sets into distinct frequency components, which are then represented on common scales. There are different forms of calculating the DWT to be used in fusion algorithms. One is the pyramidal algorithm of Mallat, commonly used due to the high spectral quality of resulting images; although its low anisotropic characteristic and its decimated character present some problems at the image fusion like the "saw-teeth" effect that noticeably damages the spatial quality of the fused images with a high content of borders that are not horizontal, vertical or diagonal (Candes et al. 2000).

An alternative algorithm, the Wavelet-à trous algorithm was proposed in (Dutilleux 1987). This algorithm presents two main differences against the pyramidal ones. First, the isotropic nature of the à trous algorithm reduces noteworthy the "saw-teeth" effect and second, it is redundant, which implies that between two consecutive decomposition levels, there is no dyadic spatial compression of the original image. That has been showed at Figure 1. In Figure 1 (a), the basis of the pyramid represents the original image and each of its levels is a decomposed, compressed version of the image represented at the previous level. In this way, spatial resolution and image size decrease from one level to the next one. However, in the Figure 1 (b), the spatial resolution decreases from one level to the next one, but not the image size, which is constant for all levels. Several works, have showed that redundant Wavelet transforms provide better results in determined image processing applications such as noise elimination (Malfait et al. 1997), texture classification (User 1995), and more recently in the case of image fusion (Nuñez et al. 1999; Chibani et al. 2003).
Independent of the algorithm used to calculate the DWT, the images fusion techniques based on this transformation imply the determination of the number of wavelet coefficients, obtained through a decomposition process of the panchromatic image (PAN), that should be integrated in the \( n \)th decomposition level of the multispectral image (MULTI), in order to obtain fused images with high and balanced spatial and spectral quality. Investigating the influence of the MULTI decomposition level (\( n \)), as well as the number of PAN Wavelet coefficients in the global quality of fused images, five different fusion schemes have been proposed and analyzed in (Gonzalo et al. 2004). The results obtained in the cited study have shown that when both source images are decomposed the same number of levels, the fused images present a large equilibrium between spatial and spectral quality. That means the number of PAN wavelet coefficients used should be equal to the number of times that MULTI has been decomposed.

Beginning with this idea, the question that remains to be answered is how many times the source images must be degraded in order to optimize the fusion process result, achieving images with high spatial and spectral quality and maintaining, at the same time, the best compromise between them. In this sense, one of the objectives of this work is to investigate the dependence of the spatial/spectral quality of the fused images, using the à trous algorithm (Lillo-Saavedra et al. 2006), with respect to the decomposition level of the source images, as well as determining the most adequate decomposition level for different types of images. A crucial point in this study is the availability of metrics that allows the estimation of the spatial/spectral quality of the fused images.

Image quality assessment plays an important role in most image processing applications. But it is especially critical in the case of image fusion, since a reference image is unavailable. On the other hand, quality evaluation of fused remote sensed images presents additional difficulties, since this kind of data exhibit spectral and spatial characteristics simultaneously, as it has been mentioned before. Therefore these two characteristics should be evaluated.
in order to determine the global quality of fused remote sensed images. However, most of the developed assessment techniques are of general application (Xydeas et al. 2000; Qu et al. 2002; Piella et al. 2003) and they do not consider these particular objectives. In this sense, Wald (2002) was the first author that presented an index, named ERGAS, for assessment the quality of the remote sensing fusion product. Next, a quantitative method to evaluate the spatial quality of a merged image was proposed in (Zhou et al. 1998), where the correlation coefficient between the high-pass filtered components of the fused and high-resolution panchromatic images was used as a quality index. It is also usual to evaluate the spectral correlation between the fused image and the original multispectral image (Zhang et al. 2005). The main problem of using metrics based on correlation operations is the saturation effect. That is, large differences in the fused image characteristics do not correspond always with large differences in the metric values. In (Alparone 2004), it has been proposed a global quality measurement of pan-sharpened multispectral imagery, based in a universal image quality index previously defined by (Wang et al. 2002), by using the quaternion theory; however, it presents the handicap that only can be applied to four spectral bands. The ERGAS index proposed by Wald does not present saturation effects and its definition is independent of the spectral bands number. A spatial index inspired in the original ERGAS was proposed in (Lillo-Saavedra et al. 2005). In this sense, in this paper they will be named as spectral ERGAS and spatial ERGAS respectively. The availability of two indices that measure the spatial and spectral quality of the fused images independently, but within the same domain, allows defining global quality measures of the fused remote sensed images, such as the average ERGAS or the standard deviation, as well as, establishing a trade-off between the two characteristics. For that reason the spatial and spectral ERGAS indices have been considered in this work.

As it has been already mentioned, the fusion methodology investigated in this paper is based on the DWT computed by the à trous algorithm, in this sense, this algorithm has been described in Section 2. In Section 3, the proposed methodology to determine the decomposition level of the source images has been presented. In Section 4, data used in this paper have been described. Results and their Conclusions are included in Section 5 and 6 respectively.

OUTLINE OF THE WAVELET-À TROUS ALGORITHM

The wavelet-à trous algorithm consists basically in the application of consecutive convolutions between the image under analysis and a scaling function at distinct decomposition levels (Gonzalez-Audicana 2005; Lillo-Saavedra et al. 2006). One of the most widely used scaling functions for the computation of the à trous algorithm is the b3-spline (Nuñez et al 1999).

If the original image (without decomposition) is presented by \( I_j(x,y) \), the wavelet coefficient, \( C_{j+n}(x,y) \) for the decomposition level \( j+n \), is obtained by the difference between the corresponding two consecutive degraded images, \( I_{j+n-1}(x,y) \) and \( I_{j+n}(x,y) \), as it is shown in equation (1):

\[
C_{j+n}(x,y) = I_{j+n-1}(x,y) - I_{j+n}(x,y)
\]

To carry out image synthesis, from a decomposition level \( j+n \), an additive operation should be applied in which all the coefficients obtained are added to the last decomposition level of the original image, as it is represented in equation (2).

\[
I_j(x,y) = I_{j+n}(x,y) + \sum_{k=1}^{n} C_{j+k}(x,y)
\]

If \( I_{j+n}(x,y) \) represents the last degraded plane that contains the low frequency information of the original image, and the total wavelet \( \sum_{k=1}^{n} C_{j+k}(x,y) \) coefficients, which contains the high frequency information, then it is possible to plant an images fusion scheme in which the low frequency information contained in \( I_{j+n}(x,y) \), is added to the high frequency information contained in the wavelet coefficients of the PAN image, to obtain as result, a multispectral image with high spatial resolution.

METHODOLOGY

A formal representation of the fusion method used in this work is given by equation (3) (Nuñez et al 1999):
Where the index \( i \) represents the spectral band of the \( \text{MULTI} \) and fused (FUS) images; \( n \) the decomposition level of source images; and \( C^\text{PAN}_k \{ x \} \) are the wavelet coefficients of the PAN image for the \( k \) decomposition level.

The study of the influence of the decomposition level \( n \) on the spatial/spectral quality of the fused images requires the measure of both qualities. In this work, the indices used were the original ERGAS (Erreur Relative Globale Adimensionnelle de Synthèse) (Wald 2002), defined as:

\[
\text{ERGAS}_{\text{spatial}} = \frac{100}{h} \sqrt{\frac{1}{n_{\text{bands}}} \sum_{i=1}^{n_{\text{bands}}} \left( \frac{\text{RMSE}_{\text{spectral}}(\text{Band}_i)}{\text{\text{MULTI}_i}} \right)^2}
\]  

(4)

Where \( h \) and \( l \) represent the spatial resolution of the FUS and \( \text{MULTI} \) images, respectively; \( n_{\text{bands}} \) is the number of bands of the fused image \( \text{MULTI}_i \) is the mean radiance value of the \( i \)th band of the \( \text{MULTI} \) image and \( \text{RMSE}_{\text{spectral}} \) is defined as (5):

\[
\text{RMSE}_{\text{spectral}}(\text{Band}_i) = \frac{1}{NP} \sqrt{\sum_{k=1}^{NP} \left( \text{MULTI}_i[k] - \text{FUS}_i[k] \right)^2}
\]  

(5)

Where \( NP \) is the number of pixels of the fused image and \( \text{FUS}_i \) represents the \( i \)th band of the fused image. Lillo-Saavedra et al. (2005) proposed the spatial ERGAS, defining it as in the next equation:

\[
\text{ERGAS}_{\text{spatial}} = \frac{100}{h} \sqrt{\frac{1}{n_{\text{bands}}} \sum_{i=1}^{n_{\text{bands}}} \left( \frac{\text{RMSE}_{\text{spatial}}(\text{Band}_i)}{(\text{PAN}_i)^2} \right)^2}
\]  

(6)

Where \( \text{PAN}_i \) is the image obtained by adjusting the histogram of the original PAN image to the histogram of the \( i \)th band of the fused image. \( \text{RMSE}_{\text{spatial}} \) has been defined as:

\[
\text{RMSE}_{\text{spatial}}(\text{Band}_i) = \frac{1}{NP} \sqrt{\sum_{k=1}^{NP} (\text{PAN}_i[k] - \text{FUS}_i[k])^2}
\]  

(7)

The comparison of equations (4) and (6) indicates that both indexes have a common variation domain. The ideal value of zero would correspond to maximum quality, and experimentally it has been demonstrated that a value less than 3 corresponds to a good quality (Wald 2002). A scheme of the protocol described above is illustrated at Fig. 2.

\[
\text{ERGAS Spectral}
\]

\[
\text{ERGAS Spatial}
\]

\[
\text{Statistic ERGAS Mean & Std. Deviation}
\]

**Figure 2.** Protocol for computing ERGAS indices: spatial, spectral, average and standard deviation
The ERGAS indices, both spatial and spectral of several fused images, as well as their average values and standard deviations, have been evaluated and represented in a common domain, against the decomposition level \((n)\). In all cases, it has been observed that for \(n>10\) the sensitivity of the ERGAS decreases noticeably. Then, it seems that it is not necessary to degrade a high number of times the source images to obtain fused images with a good quality. In fact, it has been observed, in all studied cases, that it should not be decomposed more than 5 times, in order to preserve the spectral characteristics of the original multiespectral image. In Fig. 3, the results obtained for a particular scene have been shown. It can be observed that while the decomposition level \((n)\) increases, the spectral quality of the fused images decreases and, at the same time, their spatial quality increases. Since these results show the inherent trade-off between spatial and spectral qualities of fused images, they prove, in an empirical way, the spatial and spectral characteristics attributed to the ERGAS indices.

The value of \(n\) that establishes the best trade-off between the spatial and spectral quality can be provided by next expression:

\[
ERGAS_{\text{spectral}}(n) \approx ERGAS_{\text{spatial}}(n)
\]  

(8)

However, as a consequence of the discrete nature of the \(n\) values, it will not be always possible to find an integer value of \(n\) that satisfies the equation (8). Consequently, in this paper it is proposed as the best solution, the \(n\) value that minimizes the quality indicator defined as the multiplication of the ERGAS averages by their standard deviations.

In order to confirm the obtained results, it has been considered necessary to evaluate the fused images quality by other quality indices. The spectral quality of the fused images has been evaluated by the spectral correlation index (Zhang et al. 2005), defined as:

\[
SC = \frac{1}{N_{\text{bands}}} \sum_{i=1}^{N_{\text{bands}}} \text{Corr}(\text{MULTI}_i, \text{FUS}_i)
\]

(9)

And the spatial quality has been evaluated by the Zhou’s index (Zhou et al. 1998):

\[
I_S = \frac{1}{N_{\text{bands}}} \sum_{i=1}^{N_{\text{bands}}} \text{Corr}(\text{FUS}_{\text{high-pas}}^i, \text{FUS}_{\text{high-pas}})
\]

(10)

where \(\text{FUS}_{\text{high-pas}}^i\) represent a high-pass PAN filtered image and each one of the high-pass fused filtered band, respectively. The high pass filter process, proposed by Zhou, consists in a convolution product between the image to be filtered and the Laplacian Kernel (LK), illustrated in equation (11):

\[
C = \text{image} \ast \text{Laplacian Kernel (LK)}
\]
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\[
L_K = \begin{bmatrix}
-1 & -1 & -1 \\
-1 & 8 & -1 \\
-1 & -1 & -1
\end{bmatrix}
\]

(11)

And finally, the index Q4 (Alparone et al. 2004), defined in equation (12), has been used for obtaining a global measure of the quality of the fused image.

\[
Q_4 = \frac{4|\sigma_{z_1 z_2}|}{\left(\sigma_{a_1}^2 + \sigma_{a_2}^2\right)\left(|Z_1|^2 + |Z_2|^2\right)}
\]

(12)

In which, \(Z_1\) and \(Z_2\) represent the original multispectral image and the fused image, expressed as quaternions; \(\sigma_{a_i}\) denotes the hypercomplex covariance between \(Z_i\) and \(\overline{Z_i}\) and \(\sigma_{z_i}\) and \(\sigma_{z_i}\) are their hypercomplex variances.

**DATA DESCRIPTION**

The study presented was performed with twelve scenes with different spectral and spatial content and registered by different sensors. Four of them correspond to an image registered on 20th August, 1999 by the panchromatic and multispectral (ETM+) sensors, on board the Landsat 7 satellite. This scene is located around the city of Madrid, Spain. Other four scenes were registered, by the panchromatic and multispectral sensors of Ikonos satellite, on March 10, 2000. Geographically, they are located in the Maipo Valley, near Santiago, Chile. And the last four scenes have been extracted from an image registered on August 22, 2002 by the panchromatic and multispectral sensors of Quickbird satellite. In this case, the geographic area corresponds to the northwest area outside of Madrid, Spain.

Fig. 4 (a), (b), (c), and (d) include the NGB (Near-Green-Blue) compositions of the Landsat multispectral scenes (L1, L2, L3 and L4), Fig. 4 (i), (j), (k) and (l) contain the NGB composition of the Ikonos multispectral scenes (IK1, IK2, IK3, IK4) and Fig. 4 (q), (r), (s), and (t) include the NGB composition of the Quickbird multispectral scenes (QU1, QU2, QU3, QU4). The size of MULTI Landsat, Ikonos and Quickbird images scenes was 256x256, 128x128 and 512x512, respectively.

With the aim to analyze and compare the spatial frequencies content of the 12 scenes, Fast Fourier Transforms (FFT) of their panchromatic images were performed. Fig. 5 (a), (b), (c), (d), (i), (j), (k), (l), (q), (r), (s) and (t) display the panchromatic images. The representation in logarithmic scale of the FFT modules are included in Figures 5 (e), (f), (g), (h), (m), (n), (o), (p), (u), (v), (w) and (x).

The scene L1 (Figures 4 (a) and 5 (a)) corresponds to a mountainous zone, where the predominant land cover is bare soil and consequently it is characterized by a low spatial variability, as can be appreciated in Fig. 5 (e). In contrast, L2 (Fig. 4 (b) and 5 (b)) corresponds to a zone with different types of crops and some objects with strong edges, as the river in the upper left corner. Thus its FFT (Fig. 5(f)) displays higher spatial frequencies than L1. Scene L3 (Fig. 4 (c) and 5 (c)) corresponds to an urban area. The most relevant features that can be observed in it are communication ways, which provide higher spatial frequencies than for the others scenes. Scene L4 (Figures 4 (d) and 5 (d)) contains different coverage types (water, soil, paths ...). The high spatial frequencies present in its Fourier Transform (Figure 5 (h)) can be due to the large amount of paths.

In the case of the Ikonos images, the scene IK1 (Figures 4 (i) and 5 (i)) corresponds to a mountainous zone characterized by a large surface area of bare soil with little plant coverage, similar to L1. Consequently, as for L1, its FFT has a low content of high spatial frequencies (Figure 5 (m)). In contrast, IK2 (Figures 4 (j) and 5 (j)) corresponds to a zone of different types of crops with a very regular plant distribution and with a small distance between rows, in each one of the plots. In other words, it has higher spatial frequency content than the other Ikonos scenes. This fact, as well as symmetries present in it can be appreciated in the FFT presented in Figure 5 (n). Notable differences can be appreciated when the FFTs of IK1 and IK2 are compared. Scene IK3 (Figure 4 (k) and 5 (k)) corresponds fundamentally to an urban area with a high number of constructions. Like IK2, it presents high regularity in object distribution; however, it is important to note that the spatial periodicity is greater and then the spatial frequency content is less, resulting in substantially different FFTs (Figure 5 (o)).
Figure 4. 1st row: NGB compositions of the Landsat MULTI scenes, L1 (a), L2 (b), L3 (c) and L4 (d). 2nd row: NGB compositions of the Landsat fused scenes for n=2 (e), 5 (f), 2 (g), and 2 (h). 3rd row: NGB compositions of the Ikonos MULTI scenes, IK1 (i), IK2 (j), IK3 (k) and IK4 (l). 4th row: NGB compositions of the Ikonos fused scenes for n=1 (m), 4 (n), 1 (o), and 2 (p). 5th row: NGB compositions of the Quickbird MULTI scenes, QU1 (q), QU2 (r), QU3 (s), and QU4 (t). 6th row: NGB compositions of the Quickbird fused scenes for n=3 (u), 3 (v), 3 (w), and 4 (x).
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Figure 5. 1st row: Pancromatic Landsat scenes, L1 (a), L2 (b), L3 (c) and L4 (d). 2nd row: FFT modules in logarithmic scale of Pancromatic Landsat scenes, L1 (e), L2 (f), L3 (g) and L4 (h). 3rd row: Pancromatic Ikonos scenes, IK1 (i), IK2 (j), IK3 (k) and IK4 (l). 4th row: FFT modules in logarithmic scale of Pancromatic Ikonos scenes, IK1 (m), IK2 (n), IK3 (o) and IK4 (p). 5th row: Pancromatic Quickbird scenes, QU1 (q), QU2 (r), QU3 (s) and QU4 (t). 6th row: FFT modules in logarithmic scale of Pancromatic Quickbird scenes, QU1 (u), QU2 (v), QU3 (w), and QU4 (x).
Scene IK4 (Figures 4 (l) 5 (l)) has an area that contains different coverage types. Its Fourier Transform (Figure 5 (p)) presents some similarities with the one of IK3, but the intensity of high frequencies is much lower.

The Quickbird scene QU1 (Figures 4 (q) and 5 (q)) corresponds principally to a zone of natural vegetation. Similar to L1 and IK1 scenes, it can be observed that the FFT (Figure 5 (u)) presents lower intensity in high frequency than the rest of the scenes recorded by the same sensor. The other three scenes correspond fundamentally to urban zones (QU2 (Figures 4 (r) and 5 (r)), QU3 (Figures 4 (s) and 5 (s)), and QU4 (Figures 4 (t) and 5 (t))), although they present notorious differences in coverage type: a large section of QU2 corresponds to playing fields, there is a significant presence of communication paths in QU3, and QU4 corresponds to an urban zone similar to the IK4 scene of the Ikonos images. When the FFT of the scenes are compared (Figures 5 (v) (w) and (x)), it can be observed that QU2 and QU3 present symmetries with different orientations, while QU4 principally has horizontal and vertical regularity. Additionally, QU4 presents a higher intensity of high frequencies in the FFT axis than the other three scenes with the same type of images.

Given the concept of fusion that underlies the algorithm used in this study, it is expected that the differences presented in the distinct scenes from the point of view of spatial frequencies content, have a clear influence on the decomposition level to which the source images have to be submitted. Concretely, it would be reasonable to think that those scenes with greater spatial frequency content would require higher decomposition levels, which would permit integrate a larger quantity of detail coming from the panchromatic images in the different bands of the corresponding multispectral image.

RESULTS

The methodology proposed in Section 3 has been applied to each one of the scenes described in the Section 4, for five values of the decomposition level (n=1, 2,..., 5). ERGAS index values, statistics indicators (average and standard deviation) and their product, as well as, the spectral and spatial correlation indices and the global Q4 index, have been evaluated for each one of the sixty resulting fused images. Tables 1, 2 and 3 for the Landsat, Ikonos and Quickbird scenes, respectively, summarize the indices values.

In Tables 1, 2 and 3, it can be appreciated the similar tendency between the pairs of indices spectral ERGAS and spectral correlation, and spatial ERGAS, and spatial correlation, respectively.

However, it can be observed that the correlation indices present saturation effects, as it has been mentioned before. While the ERGAS indices present a higher sensitivity to the decomposition level variations.

Results included in Tables 1, 2 and 3 show that the Q4 index has the same quality tendency that the average values of the ERGAS indices: the spatial-spectral quality of the image diminishes as the decomposition level increases. That confirms the global character of the average ERGAS indices.

Moreover it should be pointed the adequate behavior of the quality trade-off indicators proposed in this work (Avxσ), since they decrease as the decomposition level increases until a particular value of n, for which the minimum values is gotten.

For Landsat scenes (Table 1), the decomposition levels that provide the best quality trade-off for the fused images have been, for scenes L1, L3 and L4, n=2, and for scene L2, which presents higher spatial frequencies in its FFT, n=5. It should be noted that for Landsat scenes, the average ERGAS values associated with the best quality trade-off are close to 2 for L1, close to 3 for L3 and L4 and higher than 3 for L2. Therefore it can be concluded that the global quality of the fused scenes L2, L3 and L4 are not good enough, for the values of n that present the best compromise between spatial and spectral quality, as it can be appreciated in Fig. 4 (e), (f), (g) and (h), where images fused from Landsat scenes are included. From the results, it seems that for this kind of images, the decomposition level that provides the best quality trade-off is 2.

Also for Ikonos scenes has been observed that scenes with greater content of high spatial frequencies require higher decomposition levels. Thus, for scenes IK1 and IK3, the minimum product values (Avxσ) have been obtained for n=1, and for IK4 n=2; while, IK2 requires n=5, as it can be expected, given its high content of spatial frequencies. In this last case, it can be observed that the source images would need to be degraded more than 5 times to obtain a fused image with an ERGASspatial less than 3. However, this assumes that the ERGASspatial would exceed this threshold. Given that in this case, the criterion of less minimum product (0.2038) provides an average ERGAS index greater than 3, the most adequate decomposition level could be considered...
Table 1. Fused Landsat images quality indices.

<table>
<thead>
<tr>
<th>n</th>
<th>Spectral</th>
<th>Spatial</th>
<th>ERGAS</th>
<th>Aver.(Av)</th>
<th>Dev.(σ)</th>
<th>Av × σ</th>
<th>SC</th>
<th>I₂</th>
<th>Q4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1,1096</td>
<td>2,8184</td>
<td></td>
<td>1,9640</td>
<td>1,2083</td>
<td>2,3731</td>
<td>0,9578</td>
<td>0,9451</td>
<td>0,9620</td>
</tr>
<tr>
<td>2</td>
<td>1,8555</td>
<td>2,2084</td>
<td>2,0320</td>
<td>0,2495</td>
<td>0,5070</td>
<td>0,8627</td>
<td>0,9912</td>
<td>0,8731</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2,3850</td>
<td>1,9863</td>
<td>2,1407</td>
<td>0,3456</td>
<td>0,7398</td>
<td>0,7917</td>
<td>0,9590</td>
<td>0,8025</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2,8262</td>
<td>1,7504</td>
<td>2,2833</td>
<td>0,7607</td>
<td>1,7407</td>
<td>0,7480</td>
<td>0,9659</td>
<td>0,7575</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>3,2297</td>
<td>1,6876</td>
<td>2,4587</td>
<td>1,0904</td>
<td>2,6810</td>
<td>0,7175</td>
<td>0,9665</td>
<td>0,7252</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Fused Ikonos images quality indices.

<table>
<thead>
<tr>
<th>n</th>
<th>Spectral</th>
<th>Spatial</th>
<th>ERGAS</th>
<th>Aver.(Av)</th>
<th>Dev.(σ)</th>
<th>Av × σ</th>
<th>SC</th>
<th>I₂</th>
<th>Q4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0,9786</td>
<td>4,4975</td>
<td></td>
<td>2,9539</td>
<td>2,8065</td>
<td>3,1156</td>
<td>0,9839</td>
<td>0,9327</td>
<td>0,9892</td>
</tr>
<tr>
<td>2</td>
<td>1,7565</td>
<td>4,4941</td>
<td></td>
<td>3,1253</td>
<td>1,9358</td>
<td>6,0590</td>
<td>0,9342</td>
<td>0,9875</td>
<td>0,9525</td>
</tr>
<tr>
<td>3</td>
<td>2,5357</td>
<td>4,1682</td>
<td></td>
<td>3,2620</td>
<td>1,2817</td>
<td>4,1307</td>
<td>0,8844</td>
<td>0,9915</td>
<td>0,9130</td>
</tr>
<tr>
<td>4</td>
<td>2,8861</td>
<td>3,9879</td>
<td></td>
<td>3,3979</td>
<td>0,7521</td>
<td>2,5556</td>
<td>0,8467</td>
<td>0,9949</td>
<td>0,8808</td>
</tr>
<tr>
<td>5</td>
<td>3,3342</td>
<td>3,7384</td>
<td></td>
<td>3,5568</td>
<td>0,2065</td>
<td>1,0133</td>
<td>0,8170</td>
<td>0,9957</td>
<td>0,8837</td>
</tr>
<tr>
<td>1</td>
<td>1,7552</td>
<td>4,3234</td>
<td></td>
<td>2,9938</td>
<td>1,7517</td>
<td>5,2442</td>
<td>0,9282</td>
<td>0,9361</td>
<td>0,9335</td>
</tr>
<tr>
<td>2</td>
<td>2,7838</td>
<td>3,0538</td>
<td></td>
<td>2,9193</td>
<td>0,1902</td>
<td>0,5552</td>
<td>0,7631</td>
<td>0,9934</td>
<td>0,7731</td>
</tr>
<tr>
<td>3</td>
<td>3,3253</td>
<td>2,4516</td>
<td></td>
<td>2,8804</td>
<td>0,6163</td>
<td>1,7809</td>
<td>0,6491</td>
<td>0,9972</td>
<td>0,6583</td>
</tr>
<tr>
<td>4</td>
<td>3,7146</td>
<td>2,1665</td>
<td></td>
<td>2,9405</td>
<td>1,0947</td>
<td>3,2190</td>
<td>0,5883</td>
<td>0,9798</td>
<td>0,5955</td>
</tr>
<tr>
<td>5</td>
<td>4,0493</td>
<td>2,0134</td>
<td></td>
<td>3,0314</td>
<td>1,4396</td>
<td>4,3640</td>
<td>0,5518</td>
<td>0,9981</td>
<td>0,5570</td>
</tr>
<tr>
<td>1</td>
<td>1,7438</td>
<td>3,7658</td>
<td></td>
<td>2,7548</td>
<td>1,4289</td>
<td>3,9588</td>
<td>0,9782</td>
<td>0,9513</td>
<td>0,9782</td>
</tr>
<tr>
<td>2</td>
<td>3,6451</td>
<td>2,8117</td>
<td></td>
<td>3,9274</td>
<td>0,6366</td>
<td>0,7489</td>
<td>0,9512</td>
<td>0,9965</td>
<td>0,9513</td>
</tr>
<tr>
<td>3</td>
<td>3,9265</td>
<td>3,3270</td>
<td></td>
<td>3,1268</td>
<td>1,1310</td>
<td>3,5565</td>
<td>0,9506</td>
<td>0,9989</td>
<td>0,9033</td>
</tr>
<tr>
<td>4</td>
<td>6,4684</td>
<td>2,0449</td>
<td></td>
<td>3,3464</td>
<td>1,8412</td>
<td>6,1615</td>
<td>0,8887</td>
<td>0,9993</td>
<td>0,8890</td>
</tr>
<tr>
<td>5</td>
<td>5,2963</td>
<td>1,8433</td>
<td></td>
<td>3,5698</td>
<td>2,4417</td>
<td>8,7163</td>
<td>0,8802</td>
<td>0,9994</td>
<td>0,8806</td>
</tr>
</tbody>
</table>
Table 3. Fused Quickbird images quality indices.

to be 3, since, even when there is a lower compromise between spatial and spectral quality of the image (deviation = 0.5090), the average ERGAS does not exceed the established threshold.

Based on these results and given the characteristics of the IK4 scene, in which there is no type of dominant coverage, and consequently it can be understood as a representative Ikonos scene, the authors consider that a decomposition level of n=2 is adequate to fuse this type of image, which confirms the experimental results obtained by other authors (Nuñez et al. 1999; Wald 2002).

Fig. 4 (m), (n), (o), and (p) represent fused images of the Ikonos scenes for the values of n that provide the best spectral-spatial quality trade-off. In all of them, it can be appreciated a notable spatial quality increase, while maintaining the spectral quality provided by the MULTI image.

The methodology proposed has allowed determining that the Quickbird scenes QU1, QU2, and QU3, which contain different coverage types that correspond to medium frequencies distribution in the Fourier domain, require a decomposition level of n=3. However, QU4, which is characterized by a high content of spatial frequencies, requires 4 decomposition levels. In this last case, it can be observed that a good equilibrium between the spatial and spectral quality of the fused images has been obtained, since the deviation between the two ERGAS indices is reduced to 0.0031. Considering these results, the authors propose the value of n=3 as adequate for the fusion of Quickbird images that do not present high spatial variability.

Fig. 4 (u), (v), (w), and (x) represent images fused from Quickbird scenes for the values of n that present the best compromise between spatial and spectral quality.

CONCLUSIONS

The availability of two very sensitive indices, spatial and spectral ERGAS, that measure spatial and spectral quality of the fused images independently, but within the same domain, without saturation effects, has permitted to research the dependence of the trade-off between the corresponding quality, respect to the decomposition level (n) to which the source images are subjected.

Furthermore, the product of the average value of the ERGAS indices and its standard deviation has shown to be a very good indicator to determine the
decomposition level (n) that provides the best trade-off between spatial and spectral quality of the fused images.

The results obtained in this study, have experimentally demonstrated that the decomposition level that provides fused images with better global quality depends on the spatial characteristics of the source images. It was observed that for images with a high content of spatial frequencies, high decomposition levels are required. However, it should be pointed that in the majority of the cases, a low number of decompositions provides fused images with a high spatial and spectral quality trade-off. Thus, general speaking, a value of n=2 have been obtained for Landsat scenes, n=2 seems to be adequate for Ikonos scenes and n=3 for Quickbird images.
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